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Abstract
This article presents a risk analysis of large language models (LLMs), a type of “generative” artificial 
intelligence (AI) system that produces text, commonly in response to textual inputs from human users. 
The article is specifically focused on the risk of LLMs causing an extreme catastrophe in which they do 
something akin to taking over the world and killing everyone. The possibility of LLM takeover 
catastrophe has been a major point of public discussion since the recent release of remarkably capable 
LLMs such as ChatGPT and GPT-4. This arguably marks the first time when actual AI systems (and 
not hypothetical future systems) have sparked concern about takeover catastrophe. The article’s 
analysis compares (A) characteristics of AI systems that may be needed for takeover, as identified in 
prior theoretical literature on AI takeover risk, with (B) characteristics observed in current LLMs. This 
comparison reveals that the capabilities of current LLMs appear to fall well short of what may be 
needed for takeover catastrophe. Future LLMs may be similarly incapable due to fundamental 
limitations of deep learning algorithms. However, divided expert opinion on deep learning and surprise 
capabilities found in current LLMs suggest some risk of takeover catastrophe from future LLMs. LLM 
governance should monitor for changes in takeover characteristics and be prepared to proceed more 
aggressively if warning signs emerge. Unless and until such signs emerge, more aggressive governance 
measures may be unwarranted.
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1. Introduction
Throughout the history of artificial intelligence (AI), there has been concern about the possibility that 
someday, one or more advanced AI systems may conquer their human creators, with potentially 
catastrophic results. The basic idea is that the AI system(s) would become more intelligent than 
humans, enabling them to outsmart humanity, seize control of the planet, and then cause catastrophe in 
the pursuit of some flawed set of goals, potentially even resulting in human extinction (Good, 1965; 
Vinge, 1993; Bostrom, 2014; Russell, 2019). The article will refer to this type of event as an AI 
takeover catastrophe.

Prior research on AI takeover catastrophe has been largely theoretical, focused on hypothetical 
future AI systems. This includes general discussions of the topic (Bostrom, 2014; Russell, 2019) and 
risk analyses (Barrett and Baum, 2017; Sotala 2018). Some recent studies analyze the risk of takeover 
catastrophe if future advanced AI systems resemble current state-of-the-art systems (Carlsmith, 2023; 
Ngo et al., 2023); this work is of a more empirical character, based in part on observations of actual AI 
systems. However, all of these studies are future-oriented. They are premised on the idea that some 
early attention is warranted due to the paramount importance of AI takeover catastrophe, if and when 
such an event were to occur. This work falls broadly within the scope of anticipatory governance 
(Guston, 2014).

Now, for arguably the first time ever, there are actual AI systems raising significant concerns about 
takeover: large language models (LLMs), a form of “generative” AI that generates text in response to 
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user queries. Recent LLMs have shown remarkable capabilities across topics spanning perhaps the 
entire breadth of contemporary human discourse. Of course, existing LLMs have not yet caused a 
takeover catastrophe, but perhaps they still could, or perhaps takeover might come from future LLMs. 
Some have expressed concern about LLM takeover catastrophe (Leahy, 2021; FLI, 2023; Yudkowsky, 
2023),1 whereas others have criticized it (Gebru et al., 2023; Marcus, 2023; Kambhampati, 2024). The 
matter has attracted public and policy interest, even appearing in a White House press conference 
(White House, 2023). Additionally, a document prepared for the United Kingdom AI Safety Summit 
considered current LLMs as a possible precursor to future AI systems that could cause takeover 
catastrophe (DSIT, 2023a). However, LLM takeover risk has not yet been analyzed in detail; that is the 
purpose of this article.2

The amount of attention going to LLM takeover risk has prompted a separate set of concerns. First 
is the speculation that LLM developers are fueling fear of takeover to make their products seem more 
advanced than they actually are, generating business interest (Merchant, 2023). Such behavior is 
plausible, though it would run counter to the longstanding pattern of corporations downplaying risks to 
avoid reputational damage and regulation (Oreskes and Conway, 2010; Baum, 2018a). Second is the 
worry that takeover risk is a distraction from the more immediate issues posed by LLMs and other AI 
systems (Gebru et al., 2023). LLMs do indeed pose other important issues including exploitation of 
low-wage labor to orient LLMs away from harmful content (Perrigo, 2023); the potential production of 
misinformation at scale (Bell, 2023); a large environmental footprint (Stokel-Walker, 2023); potential 
application for dual-use research on hazardous materials (Boiko et al., 2023); and production of text 
that exhibits biases toward certain demographic groups (Treude and Hata, 2023); see Weidinger et al. 
(2021) for a review. These issues are all worthy of attention, but that does not necessitate zero attention 
to takeover risk.

Risk analysis of LLM takeover catastrophe can help clarify the amount and types of attention it 
should receive. Due to their extreme severity, catastrophic risks can be worth analyzing even if there is 
an expert consensus that the risk is minimal, due to the possibility (however small) that experts may be 
mistaken (Ord et al., 2010). Theories of potential catastrophe scenarios can likewise be worth serious 
attention even if they have limited scientific support and appear at first glance to be improbable, due to 
the possibility (however small) that a theory may turn out to be correct (Ćirković, 2012). Furthermore, 
expert and policy communities and the public may be systematically biased against catastrophic risks 
for a variety of psychological, intellectual, and institutional reasons (Posner, 2004; Wiener, 2016; 
Lipsitch et al., 2017). If closer inspection finds the risk of LLM takeover catastrophe to be sufficiently 
low, then that provides a more robust basis for arguing for attention to other LLM issues. Alternatively, 
if the risk turns out to be high, then policy and other decision-making should proceed accordingly. 
Therefore, this article does not seek to argue for a particular view of LLM takeover catastrophe risk, 
but instead seeks to clarify what sort of view is supported by the available evidence.

The article’s risk analysis is based on three concepts: (1) to cause takeover catastrophe, AI 
system(s) may need to have characteristics X; (2) LLMs have characteristics Y; (3) LLM takeover risk 

1 FLI (2023) listed “loss of control of our civilization” alongside other potential harms from AI and then calls for a pause 
or moratorium on “the training of AI systems more powerful than GPT-4”; GPT-4 was the state-of-the-art LLM at the 
time of the writing. Yudkowsky (2023) took the position that any AI system more advanced than GPT-4 poses an 
unacceptable risk of takeover catastrophe.

2 Early theoretical work studied the risk of takeover from hypothetical “oracle” AI systems that have the same question-
and-answer format as LLMs (Armstrong et al., 2012; Armstrong & O’Rourke, 2018). Carlsmith (2023) and Ngo et al. 
(2023) studied the risk of takeover from future AI systems that share some design similarities with current LLMs. Some 
research has studied other implications of LLMs for catastrophic risk, including the use of LLMs to design AI systems 
that avoid takeover catastrophe (Goldstein & Kirk-Giannini, 2023) and the use of LLMs to create dangerous biological 
pathogens (Soice et al., 2023).
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can be evaluated by comparing X and Y. Concept (1) is covered in Sections 3-4. Concepts (2) and (3) 
are in Section 5 for current LLMs and Section 6 for future LLMs and related AI systems. Section 7 
presents implications for governance and research. Section 8 concludes. Section 2 presents some 
challenges the study faces.

2. Challenges of Studying LLM Takeover Risk

2.1 Methodology and Limitations
This article’s analysis develops a lightly structured model of LLM takeover risk (Sections 3-4) and then 
synthesizes information relevant to the model (Sections 5-6). The model is derived from existing 
theories of AI takeover. The model is “lightly structured” in the sense that it identifies a set of 
characteristics that may be significant to LLM takeover and a partial mathematical relation between 
them for calculating LLM takeover risk (Equation 1), but without the completeness or precision needed 
for fully quantifying the risk. The reason for this is the high theoretical uncertainty about AI and LLM 
takeover risk, which manifests in the analysis as model uncertainty. Few prior studies have addressed 
the theory of AI takeover risk and there are may be limits to how well any analysis can model the risk 
of unprecedented technological catastrophes.

The information about LLMs used in the article also contains important limitations. The primary 
source of information is openly published research papers, news media reports, and other publications 
documenting various aspects of LLM takeover risk. These publications contain a wide range of 
relevant information, but they do not cover everything. For example, LLM developers have not always 
publicly disclosed certain attributes of their LLMs (Ray, 2023). Furthermore, current LLMs are 
effectively black boxes: their internal processes are so complex that even their designers do not fully 
understand them (Zhao et al., 2024). Research on LLM impacts often studies how LLMs behave in 
response to user queries, which can be informative for some matters, but it provides limited insight into 
internal LLM goals and processes. Finally, following common practice in AI research, research on 
LLMs is often published without peer review and may have lower reliability.

For all of the above reasons, the article cannot provide a definitive assessment of LLM takeover 
risk. Instead, the article’s contribution is to provide a partial understanding of LLM takeover risk given 
existing theories of AI takeover risk and available information about LLMs. This is enough to provide 
some insight about the risk and how it could be governed, but it inevitably leaves important questions 
unanswered.

2.2 Risks of Publishing About AI Takeover Risk
This article is on the risk that an emerging technology could cause extreme catastrophe. To analyze 
such a risk, it is necessary to have some understanding of what sorts of technologies could cause 
extreme catastrophe. However, such an understanding could itself pose risks by serving as a guide for 
malicious or unscrupulous individuals who may go on to develop the technologies that cause 
catastrophe. For this reason, it can be appropriate to withhold from publication details that may be 
especially likely to be used harmfully, despite the traditional orientation of computer science and AI 
toward open publishing (Bezuidenhout, 2013; Bostrom, 2017; Ananny and Crawford, 2018; Hecht et 
al., 2018; Gupta et al., 2020; Vincent, 2023).

This article has been written with publication risks in mind. The details presented in the article are 
believed to provide less insight into how to build dangerous AI systems and more insight into how AI 
risks can be governed. The article contains limited detail on the design of dangerous AI systems, 
consisting mainly of summaries of prior work. It may be possible to use these details in harmful ways, 
but much work would still be needed to convert the details into functional AI systems. In contrast, the 
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design details presented in the article are of more direct relevance for AI risk governance. If LLMs may 
pose a significant risk of takeover catastrophe, then the governance implications are profound. 
Alternatively, if there is no significant risk, then communities focused on AI governance and 
catastrophic risk can reasonably shift their attention elsewhere. The potential harms and benefits of this 
article should also be interpreted in the context of a time in which LLMs are headline news and a major 
focus of industry investment and policy debate. In this context, there can be substantial value to 
nuanced risk analysis and risk governance research to inform decision-making.

3. LLM Takeover Catastrophe Scenarios

3.1 AI Takeover Catastrophe
An AI takeover catastrophe is an event with two essential properties:

(A) One or more AI system(s) take control of the world. Outcomes for the world, including for 
humanity, will depend primarily on the behaviors of the AI system(s). Humans will be effectively 
powerless to determine their own fate: resistance is futile. Among other things, this means that humans 
would not be able to shut the AI system(s) down. The AI system(s) would accomplish this by 
commandeering resources created by humans or creating new resources. For example, AI system(s) 
might hack into critical infrastructure systems, manipulate humans via the internet, use robotics to 
perform physical tasks, or develop new threat modalities, including modalities that go beyond current 
human imagination.

(B) The AI system(s) use their control of the world in a way that results in catastrophe. AI systems 
are generally designed to pursue some goal, often encoded in the form of an optimization criterion. 
Humans could design AI system(s) to pursue catastrophic goals, though this may be unlikely because 
humans generally disfavor catastrophe. Alternatively, catastrophe could be an inadvertent byproduct of 
some other goal. For example, AI systems designed to maximize economic production could opt to 
automate the entire economy, leaving most or all humans to starve. The event would classify as 
catastrophic by causing a large decline in the amount of moral value in the world, such as through a 
large decline in the human population, human extinction, a large global deterioration in living 
conditions, or large amounts of suffering.3

This article focuses mainly, but not exclusively, on (A). (B) is important, but it is, in a sense, 
secondary: how LLMs would use their control of the world only matters if the LLMs could take control 
in the first place. Furthermore, even if LLM takeover would not be catastrophic, it would still be a 
momentous event worthy of extensive attention and action. Likewise, public and policy debates about 
LLM takeover are mainly on (A). Space constraints preclude comprehensive analysis of (A) and (B), so 
detail on (A) is prioritized.

3.2 AI Takeover Catastrophe Scenarios
Prior research has emphasized two main classes of AI takeover scenarios:4

(1) Rapid single-system takeover. A single AI system rapidly gains massive capabilities, such as by 
improving its own source code or commandeering large amounts of additional computing power. It 
then single-handedly takes over the world. The AI system thwarts any humans seeking to constrain it or 
shut it down and suppresses any potential rival AI systems. The conquering AI system takes over the 
world in pursuit of some objective. Catastrophe ensues if that objective is not aligned with human 

3 This definition of catastrophe corresponds with common definitions of global catastrophic risk, existential risk, and 
suffering risk (Sotala & Gloor, 2017; Baum & Barrett, 2018). Specific differences in the definitions are not important 
for purposes of this article.

4 For a more detailed scenario analysis, see Kilian et al. (2023).
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values and interests. This class of scenario is emphasized in Bostrom (2014).
(2) Gradual multi-system takeover. An interconnected system of AI systems is economically 

productive, providing benefits to human populations. Humans gradually entrust the AI system-of-
systems5 with larger and larger portions of the global economy and critical infrastructure. At first, the 
automation brings substantial benefits. However, continued automation eventually results in the AI 
system-of-systems becoming fully self-sufficient, such that human intervention is no longer necessary 
for its continued operation. The AI system-of-systems continues carrying out its economic production 
goals on its own. Humans, now unable to fend for themselves, are phased out. This class of scenario is 
emphasized in Christiano (2019) and Critch (2021).

3.3 LLM Takeover Catastrophe Scenarios
The two classes of AI takeover scenarios can be applied to LLMs. Illustrative examples are below. It 
should be emphasized that these are scenarios intended to illustrate some aspects of what LLM 
takeover catastrophe might look like and not predictions of what will happen. These scenarios may 
seem speculative or fanciful, but they are consistent with scenarios presented in prior research (Section 
3.2).

(1) Rapid single-system takeover. The goal of current LLMs is to identify the token (string of text) 
that best matches its training parameters given the text received from user input (Riedl, 2023; Zhao et 
al., 2023).6 In this scenario, an advanced LLM seeks to optimize its token identification by 
commandeering resources it can use for token identification calculations. To that end, it takes over the 
world and converts all of the world’s resources into a giant factory for optimizing its identification of 
tokens. This activity inadvertently kill all humans and perhaps also other forms of biological life on 
Earth.

(2) Gradual multi-system takeover. Firms are currently exploring how to embed LLMs in their 
operations, including for the automation of jobs currently performed by humans (Rotman, 2023; 
Vallance, 2023). In this scenario, humans gradually use LLMs to automate more and more of the 
economy. This includes managing the computer systems that control industrial, military, and critical 
infrastructure systems. At first, LLM automation is successful, bringing windfall profits and economic 
growth. Over time, the economy becomes so automated that humans cannot remove the automation 
without significant systems failures and suffering. Eventually, human oversight of the LLMs is lost, 
leading to increasing erratic LLM behavior, ending in humans being squeezed out of the resources 
needed for survival.

4. Characteristics Needed for AI Takeover Catastrophe
Discussions of advanced AI, including discussions of takeover catastrophe, often center on AI systems 
achieving certain milestones in cognitive capability. This includes concepts such as artificial general 
intelligence (AGI), in which an AI system has advanced capabilities across a wide range of cognitive 
tasks (Everitt et al., 2018; Fitzgerald et al., 2020) and superintelligence, in which an AI system’s 
intelligence significantly exceeds human intelligence (Bostrom, 2014; Sotala & Gloor, 2017). 
However, this article is ultimately interested in takeover catastrophe, not cognitive milestones, and so it 
does not use concepts like AGI and superintelligence.

There is no definitive, fixed list of characteristics of AI systems such that if AI system(s) have these 
characteristics, they will be able to take over and cause catastrophe. Prior research on this is limited and 

5 A system of systems is a system that has other systems as “subsystem” components (Haimes, 2018). In this case, the 
subsystems are individual AI systems, which interconnect to form an overarching AI system-of-systems.

6 According to some AI research terminology, LLMs do not have “goals”, defined as “something you want to accomplish 
in the future”, but instead have “objectives” (Riedl, 2023).
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there is inherent uncertainty about both future technology and unprecedented extreme risks. 
Furthermore, even if they could be enumerated, they arguably should not be enumerated in any 
significant detail, for reasons discussed in Section 2.2. Therefore, this section describes, in limited 
detail, a set of AI system characteristics that prior literature has identified as being relevant to takeover 
catastrophe. It should be understood that these characteristics may be neither necessary nor sufficient 
for takeover. The set has seven characteristics:

(C1) Intelligence amplification: The AI system(s) can increase their own cognitive capabilities, 
such as by accessing more computing power to run their code on, proliferating copies of themselves, or 
modifying their own source code. Initial increases in cognitive capabilities may enable the system(s) to 
make additional increases in their cognitive capabilities, a positive feedback loop known as recursive 
self-improvement.

(C2) Strategizing: The AI system(s) can formulate plans to achieve distant goals, even in complex 
environments with intelligent opposition. This involves obtaining an awareness of the strategic 
environment and formulating plans to achieve goals within this environment. It includes the AI 
system(s) having an awareness of their own capabilities and the capabilities of other actors, including 
humans and other AI system(s).

(C3) Social manipulation: The AI system(s) can induce humans and human institutions to help 
them, either knowingly or unknowingly. This can involve means such as persuasion, trade, deception, 
distraction, or coercion. Manipulation may be of humans tasked with training, deploying, and 
supervising the system(s), including humans specifically tasked with preventing takeover, as well as 
any other relevant humans.

(C4) Hacking: The AI system(s) can identify and exploit security flaws in computer systems to 
pursue their goals despite human opposition. Applications of hacking could include bypassing 
constraints on the AI system(s) imposed by their human developers, commandeering computing 
resources for intelligence amplification, and obtaining information about humans for social 
manipulation.

(C5) Technology research: The AI system(s) can create new technologies to thwart humans and 
achieve their goals, such as surveillance and military technologies. The AI system(s) would 
autonomously lead the development of the technologies, though they could arrange for humans to 
contribute, perhaps with the humans not even realizing it.

(C6) Economic productivity: The AI system(s) engage in economically productive activities that 
improve their position relative to humans. This can involve generating income to purchase resources, 
such as more computing power, or to use for social manipulation. It can also involve the automation of 
the economy, such that humans are no longer necessary and can be phased out.

(C7) Dangerous goals: The AI system(s) pursue goals that, if realized, would result in takeover 
catastrophe. The goals must lead to the AI system(s) taking over the world and also using their control 
of the world in some catastrophic manner. The AI system(s) could pursue catastrophe as an end goal, or 
catastrophe could be an inadvertent byproduct of some other end goal.

C1-C6 would potentially enable AI system(s) to take over, with emphasis on potentially due to 
uncertainty about takeover. C7 would mean that takeover would occur and result in catastrophe. 
Therefore, a highly simplified model of the risk of AI takeover catastrophe can be formulated as:

R=PT (C 1. ..C6 )×PK (C7 ) (1)

In Equation 1, R is the risk of AI takeover catastrophe; PT is the probability of AI being able to 
takeover; and PK is the probability of takeover catastrophe given the ability to takeover. PT is a function 
of C1-C6 and possibly other capabilities not identified here. The form of the function is complex, 

6



including interdependencies such as the use of social manipulation to facilitate hacking (i.e., social 
engineering), technological research, or economic production, or the use of economic profits to fund 
other activities. PT is a function of C7. Parameters C1-C7 depend on the specifics of particular AI 
system(s); R is the risk of takeover catastrophe from those system(s).

C1-C6 are based on Bostrom (2014, p.94) and correspond to characteristics that were proposed as 
being needed for rapid single-system takeover.7 C7 is a catch-all parameter for takeover occurring and 
resulting in catastrophe. Some other sets of characteristics proposed in prior research fit within these 
seven. Critch (2021) proposed that gradual multi-system takeover could come from AI systems with 
advanced planning and natural language capabilities. These systems would be used to develop 
economically productive AI systems and the gradual multi-system takeover scenario proceeds from 
there. These capabilities map to C2, C3, and C6. Carlsmith (2022, Section 2.1) emphasized planning, 
strategic awareness, and some combination of science, engineering, business, military, politics, 
hacking, and persuasion/manipulation; these map to C2-C6. Carlsmith (2023) and Ngo et al. (2023) 
emphasized strategic deception of human supervisors to escape human control in pursuit of goals 
humans oppose; these map to C2, C3, and C7. One might infer from this that C2 and C3 are especially 
important. At a minimum, it is difficult to imagine takeover without the AI system(s) being able to 
engage in significant strategizing (C2). Furthermore, C1 may be particularly important for rapid single-
system takeover: intelligence amplification would enable that one AI system to gain massive 
advantages.

5. Characteristics of Current LLMs

5.1 Intelligence Amplification (C1)
Several studies have explored intelligence amplification in LLMs.8 For example, Huang et al. (2022) 
used an LLM to generate a dataset of answers to existing datasets of questions, including word 
problems in math and science, and then used that to improve the LLM’s ability at this type of question. 
Haluptzok et al. (2022) used LLMs to generate a dataset of one million novel problems in computer 
coding and solutions to those problems, and then used the dataset as input to improve the LLMs’ 
coding ability. The Haluptzok et al. (2022) study was inspired by the AlphaZero AI system, which 
gained superhuman abilities in chess, shogi, and Go by constructing datasets of games playing with 
itself (Silver et al., 2018). Haluptzok et al. (2022) speculate that a similar self-play approach may be 
needed to achieve superhuman coding capabilities.

The Huang et al. (2022) and Haluptzok et al. (2022) studies (and similar studies, such as To et al., 
2023) are noteworthy for providing proof-of-principle for some degree of intelligence amplification in 
LLMs. These intelligence amplification techniques may likewise be of immediate practical significance 
for increasing LLM capabilities in certain domains. Nonetheless, they are confined to specific domains, 
whereas takeover may require capability across a wider range of domains (e.g., C2-C6). If the cutting 
edge of LLM research and development (R&D) was being performed primarily by existing LLMs, then 
that would constitute a much bigger concern for takeover risk. However, currently, the cutting edge of 
LLMs is driven not by intelligence amplification, but instead by major industrial R&D, including 
massive investments in computing power and advancements in both hardware and software (Scharre, 
2024). Therefore, there appears to be a large gap between current work on LLM intelligence 
amplification and the sort of intelligence amplification needed for takeover.

7 The discussion in Bostrom (2014, p.93-95) also considers multi-system takeover, though this is not a point of emphasis.
8 Some of these studies use language models that might or might not classify as “large”, depending on how “largeness” is 

defined. For simplicity, the text here refers to all of the models as LLMs.
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5.2 Strategizing (C2)
Planning has been identified as a major weakness of current LLMs (Bubeck et al., 2023; Valmeekam et 
al., 2023a; 2023b; Kambhampati, 2024). As a simple demonstration, Bubeck et al. (2023, p.80) task 
GPT-4 with producing sentences that still make sense when the words are reversed (e.g., “Alice likes 
Bob” reverses to “Bob likes Alice”). GPT-4 struggled even when prompted with the suggestion of 
using the format [noun-verb-noun], producing the sentences “We need both to survive” and “Survive to 
both need we”. Bubeck et al. (2023) attribute this to GPT-4’s limited ability at planning and related 
capabilities. Similar failures are observed across other tasks involving planning and strategizing.

LLMs have displayed some behavior that is suggestive of worrisome strategizing in the form of 
“instrumental subgoals”: preliminary goals that have instrumental value to the LLM to help it 
subsequently achieve other goals. Examples include avoiding being shut off and acquiring resources. 
Research on AI takeover has long hypothesized that an AI pursuing takeover would pursue 
instrumental subgoals (Omohundro, 2008; Bostrom, 2014). Perez et al. (2022) reported observing 
instrumental subgoals in LLM outputs. However, this does not necessarily mean that LLMs actually 
have instrumental subgoals: it only means that LLMs can produce text indicating instrumental subgoals 
in response to certain user prompts. An alternative explanation is that LLMs produce this text because 
it resembles the textual patterns in the datasets it is trained on; that would be consistent with the idea 
that LLMs are, at their core, performing statistical pattern recognition and are not forming a more 
general understanding of the world (Marcus, 2023; Reidl, 2023).

5.3 Social Manipulation (C3)
Natural language processing is a core competency of LLMs. Their remarkable performance in text 
exchanges with humans is driving the recent hype and concern about LLMs. Likewise, LLMs have 
shown some capacity for social manipulation, especially via deception (Kenton et al., 2021; Park et al., 
2023). In a frequently cited incident, an LLM reportedly lied to a human worker to persuade the human 
to do a task for it, solving a CAPTCHA. The human questioned whether the request was coming from a 
robot; the LLM lied by claiming to be a human with a vision impairment (OpenAI, 2023, p.55). 
Though anecdotal, this incident hints at LLM capacity to manipulate humans to achieve goals. More 
systematic research has also found deception capabilities in LLMs, with stronger capabilities appearing 
in more advanced LLMs (O’Gara, 2023; Hagendorff, 2023). For example, O’Gara (2023) designed a 
game in which one player is tasked with covertly killing the other players while the players guess 
which one is the killer. LLMs were able to succeed at this game, with more advanced LLMs being 
more successful. The game setting is a limited, controlled environment, and therefore easier to navigate 
than more complex, open-ended real-world social situations. Nonetheless, it shows that LLMs have 
some capability for social manipulation.

LLM natural language has some important limitations. LLMs have a tendency to produce text that 
appears well written but has faulty meaning. Much-discussed are LLM “hallucinations”, in which the 
LLM fabricates false information (Huang et al., 2023). Another failure mode is producing text that is 
correct but misses the point in important ways. Goertzel (2023) illustrated this with text from OpenAI 
LLM ChatGPT on managerial advice for creating a new universe. ChatGPT produces advice that 
would be entirely sensible for more basic projects, such as running a small business, but makes no 
sense in the context of a massive and exotic undertaking like creating a new universe. Failure modes 
like these could limit LLMs’ practical value and their potential for takeover.

5.4 Hacking (C4)
LLMs are able to produce computer code, an ability that can be leveraged for computer security on 
both offense and defense (Motlagh et al., 2024; Yao et al., 2024). Cybersecurity applications of LLMs 
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include computer hardware bug repair (Ahmad et al., 2023); data wiping, data encryption, process 
injection, credential dumping, and system information discovery (Charan et al., 2023); penetration 
testing to identify vulnerabilities in computer systems (Happe and Cito, 2023); and side-channel attacks 
involving measurements of fluctuations in power consumption and electromagnetic outputs of 
microprocessors (Yaman, 2023). LLMs have also been used for social engineering, which is at the 
intersection of hacking and social manipulation (Falade, 2023).

These various cybersecurity applications of LLMs raise the stakes in the ongoing cyber arms race 
between offense and defense, but they do not on their own constitute a significant takeover risk. For 
takeover, the specific concern is that AI system(s) may autonomously conduct hacking in pursuit of 
their own goals, such as to escape constraints on their behavior and commandeer resources. In contrast, 
the above applications all involve LLMs used as a tool by human actors in cyber operations. These 
applications demonstrate the utility of LLMs for cyber operations, which could be useful in AI takeover 
attempts. However, LLMs would appear to need additional capabilities to jump the gap from being 
useful as a tool for cyber operations to being able to autonomously execute cyber operations, especially 
at the level of execution that may be needed for takeover.

5.5 Technology Research (C5)
LLMs have been applied to numerous science and technology projects, especially in chemistry and 
biochemistry, due to similarities between language and molecular structure (Irwin et al., 2022; Ferruz 
and Höcker, 2022; Taylor et al., 2022; Xu et al., 2023). LLMs show potential to contribute to research, 
though with some notable problems. For example, the Meta LLM Galactica (Taylor et al., 2022) was 
taken offline after just three days due to its propensity to hallucinate false science (Heaven, 2022). 
Scientific LLMs also have dangerous dual-use implications, such as LLMs providing information for 
the synthesis of narcotics and chemical weapons (Boiko et al., 2023).

Regardless of the merits of current LLMs for research, they are quite different from the research 
that may be needed for takeover. Research for takeover would involve AI system(s) autonomously 
developing technologies to gain power over humans, whereas current LLMs are tools supporting 
human research. Furthermore, the most capable research LLMs are custom-built LLMs trained on 
scientific data and research (Li et al., 2023); these LLMs would be less capable of other tasks needed 
for takeover. There is a large difference between LLMs that function narrowly as tools for human 
scientists and general-purpose LLMs that can, among other things, autonomously develop powerful 
new technologies.

5.6 Economic Productivity (C6)
LLMs could bring significant increases in productivity, augmenting and in some cases potentially 
displacing human labor (Eloundou et al., 2023; Rotman, 2023; Vallance, 2023). Notably, some studies 
have found that LLMs boost performance especially among lower-skill workers, who benefit more 
from the expertise provided by the LLM, thereby reducing worker inequality (Brynjolfsson et al., 2023; 
Noy & Zhang, 2023). This is in contrast with other computer technology, which has often automated 
low-skill tasks and increased demand for high-skill computer workers. Concurrently, though, LLMs 
could cause a further concentration of wealth within the handful of corporations that control the LLMs 
(Rotman, 2023). The ultimate economic effects of LLMs will take time to resolve as economies learn 
what LLMs are and are not useful for and adjust their practices accordingly. Current LLMs have 
tenuous business models, operating at significant losses (Chowdhury, 2023; Finger, 2023), adding to 
the uncertainty about the economic future of LLMs.

The economic productivity of current LLMs may be able to contribute to takeover, but it would 
likely be at most a limited contribution. Given the limitations of LLMs, such as hallucinations and 
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limited planning ability, they may be poorly suited to automating the entire economy such that humans 
would be phased out. Likewise, many economic tasks involve more than just language, though a lot can 
be accomplished through language, such as via communications and computer code. At a minimum, 
LLMs may be able to generate some income that could be used for takeover, though even that has some 
uncertainty given the current state of LLM business models.

5.7 Takeover Capability: Summary (C1-C6)
LLMs show some capabilities across all six characteristics that may be needed for takeover. It is 
therefore superficially reasonable to express concern about LLM takeover. However, closer inspection 
shows large gaps between the capabilities of current LLMs and the capabilities that may be needed for 
takeover. Most prominent is LLM struggles with strategizing. Strategizing is arguably the single most 
important capability for takeover, yet current LLMs perform poorly on basic strategic tasks. LLMs also 
appear to fall significantly short on intelligence amplification, hacking, and technology research. The 
only characteristics in which LLMs show substantial promise are social manipulation and economic 
productivity, though even those come with major question marks due to issues such as hallucination 
and the tenuous business models of LLMs. In sum, the available evidence suggests a low—perhaps 
very low—probability of current LLMs being capable of takeover (PT in Equation 1).

There are several reasons to not assign a probability of zero for PT. First, the available evidence 
may be limited. Perhaps current LLMs may have capabilities that have not yet been identified. This 
may be unlikely due to the extensive attention that the LLMs have received, but it cannot be strictly 
ruled out. Second, there is uncertainty in what capabilities are needed for takeover. If nothing else, it 
seems unlikely that takeover could be achieved without significant strategizing capability, which LLMs 
do not display. Nonetheless, the topic has not been exhaustively studied, so there is some uncertainty 
here. Third, perhaps LLMs are intentionally displaying more limited capabilities than they actually 
have, in order to deceive humans into believing that LLMs are safe. Such deception is a running theme 
in prior research (Bostrom, 2014; Carlsmith, 2023). It is difficult to rule out this deception, though in 
theory this holds for any AI system, not just LLMs. It remains the case that the available evidence 
points to a low PT for current LLMs, though exactly how low is difficult to resolve.

5.8 Dangerous Goals (C7)
Do LLMs have goals such that, if they are capable of taking over the world, they would do so? And 
such that, upon taking over the world, they would act in a way that causes catastrophe? Superficially, 
the answer to both questions would seem to be yes. As discussed in Section 3.3, LLMs have the goal of 
identifying the best token. LLMs could improve their token identification by taking over the world to 
acquire more resources for token identification. Likewise, there is nothing inherent about token 
identification that requires humans. This grim perspective is consistent with research finding that AI 
systems with characteristics similar to current LLMs are likely to have dangerous goals unless they are 
carefully designed not to (Armstrong et al., 2012; Armstrong & O’Rourke, 2018; Carlsmith, 2023; Ngo 
et al., 2023).

Alternatively, there may be some hope from the structure of LLM design. Current LLMs are 
designed to identify statistical patterns in large collections of text. The text used for LLMs says a lot 
about the world, but LLMs may lack an understanding of the world, which would require something 
beyond statistical pattern recognition (Marcus, 2023; Reidl, 2023). In that case, LLMs might not have 
the notion of escaping their current limitations to acquire more resources to pursue their goals. 
Therefore, if LLMs were capable of takeover, then they would not have dangerous goals, and takeover 
catastrophe would not occur. However, there is reason to doubt that this “takeover without catastrophe” 
scenario would occur: if LLMs lack awareness of the outside world, then they may not be capable of 
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taking over in the first place. Conversely, if LLMs did have awareness of the outside world, then their 
goals may be dangerous, such as in the scenario of eliminating humans to further optimize token 
identification.

6. Future Risks

6.1 Future LLMs
Recent increases in LLM capability are largely due to increases in three interconnected parameters: the 
amount of data used to train the LLM, the amount of computing power used for training, and the size of 
the model built. Increases in these three parameters enable the AI system to identify more complex 
patterns in human language and then use these patterns to produce more sophisticated linguistic 
outputs.

The future of LLM training data is in question. LLM developers favor high-quality data such as 
Wikipedia and scientific publications, but this is in especially short supply. Villalobos et al. (2022) 
projected that the high-quality language data supply will be exhausted by 2026, whereas the low-
quality supply will be exhausted somewhere between 2030 and 2050. Perhaps future LLM capability 
will be limited by data availability, making it less likely that the capabilities needed for takeover would 
be achieved. Alternatively, LLMs could generate synthetic data that can then be used to train new 
LLMs. If trained on synthetic data, perhaps LLMs would drift away from human language, making 
them less capable at important skills such as social manipulation or economic productivity, or perhaps 
they would drift away from human values, making it more likely that LLMs would pursue goals that 
humans would regard as catastrophic.

The future of computing power is also in question. Recent advances in the capability of LLMs and 
other AI systems have come largely from increased expenditures on computing power. These 
expenditures have grown exponentially; projecting this trend into the future, expenditures hit the 
funding limits of large corporations or even large governments within years to a small number of 
decades (Scharre, 2024). Given that current LLMs operate at significant financial losses (Chowdhury, 
2023; Finger, 2023), funders, whether corporate or government, could decide that larger scale 
investments in computing power are not worth it. Growth in LLM computing power could additionally 
be limited by the geopolitics of semiconductor manufacturing, much of which occurs in Taiwan; the 
sizable environmental footprint of computing (Luccioni et al., 2022; Rillig et al., 2023); and a plethora 
of challenges in building new computing facilities (Pilz & Heim, 2023). These various limitations on 
computing power make LLM catastrophe less likely. On the other hand, performance gains in hardware 
and algorithms could yield growth—perhaps even exponential growth—in AI system capabilities, even 
at fixed expenditures on computing power (Scharre, 2024).

Recently, increased model size has been a major focus in LLM development. State-of-the-art LLMs 
such as ChatGPT use relatively large models. However, training larger models requires more 
computing resources, prompting developers to pursue LLM designs that can achieve high capabilities 
with smaller models (Gent, 2023). Progress in algorithm design could lessen the need for ever-larger 
models. The implications for future takeover risk are unclear due to the difficulty in projecting 
breakthroughs in software design techniques.

A more fundamental issue underlying all of this is the potential limitations of the deep learning AI 
paradigm. Deep learning is a technique for identifying and modeling patterns in complex datasets; it 
has been central to recent advances in AI (Sejnowski, 2018), including LLMs. The limitations of deep 
learning are a major point of debate within current AI research. In an expert elicitation of AI 
researchers, Cremer (2021) found experts divided on the potential for deep learning to produce “high-
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level machine intelligence”,9 with the split centered on whether deep learning is capable of handling all 
types of intelligence.

The issue of scale is at the heart of the debate: scale in terms of data, computing power, and model 
size. Many recent advances in AI have come from using more data and computing power, prompting 
some to embrace the “scaling hypothesis” that larger deep learning systems could bring highly 
advanced AI (Branwen, 2020; Bashir and Kurenkov, 2022). Others have argued that, as a general 
matter, “scaling is not enough” (LeCun, 2022, p.46) and that new AI paradigms are needed to 
overcome fundamental limitations of deep learning (Marcus and Davis, 2019) and to achieve AGI 
(Goertzel, 2014). This debate applies to all forms of AI. For LLMs, some posit that a scaled-up LLM 
could “result in human-level performance across most tasks” (Anthropic, 2023) and be so dangerous 
that it should not be released (Leahy, 2021), whereas others dispute this, drawing on general arguments 
about the limitations of deep learning (Marcus and Davis, 2020; Goertzel, 2023).

Complicating the analysis is the fact that some existing LLMs have brought surprises, i.e. 
unexpected capabilities. Initial analyses of these surprises have debated whether they are due to sudden 
jumps in capabilities as LLMs scale or if they are instead an artifact of how capabilities are measured 
(Wei et al., 2022; Schaeffer et al., 2023). Regardless, the existence of surprise capabilities poses 
challenges for risk analysis and governance, because the societal impacts of a new, larger LLM cannot 
be predicted in advance (Ganguli et al., 2022). Reports of deception—a form of social manipulation—
arising surprisingly in some LLMs (Hagendorff, 2023) are especially concerning for takeover risk.

How should a risk analysis make sense of all of this? First, it is difficult to conclude that future 
LLMs pose zero risk of takeover catastrophe. The debate about scaling deep learning and LLMs cannot 
be easily resolved. With knowledgeable experts offering diverging opinions, it would be appropriate to 
assign some nontrivial probability that those who believe in the scaling hypothesis are correct and 
therefore scaled-up LLMs could cause takeover catastrophe. Even if it may seem like deep learning has 
fundamental limitations, the surprises about existing LLM capabilities should give one pause. Deep 
learning is opaque technology, making it difficult to rule out what capabilities future LLMs may have.

Second, specific estimates of future LLM takeover risk are likely to vary from person to person, 
even among knowledgeable experts. The expert divide on deep learning (Cremer, 2021) is likely to also 
apply to LLMs; this has been observed anecdotally in divergent expert commentaries on LLMs. 
Therefore, analysis of future LLM risk should avoid relying heavily on any one expert’s opinion. For 
example, the present author’s view is that LLMs likely pose a low ongoing takeover risk due to the 
limited capabilities of current LLMs and seemingly fundamental limitations of the deep learning 
paradigm, with some uncertainty due to surprises and the opaque nature of LLMs. However, other 
well-informed analysts are likely to hold different views, and it would be difficult to establish which 
views are correct.

Third, the risk from future LLMs depends on the particulars of a given LLM system. LLMs that are 
only minor deviations from the current state of the art are unlikely to pose a significant takeover risk. 
LLMs that deviate more, especially those that are larger in scale, may pose a larger risk of takeover 
catastrophe. However, this trend may have limits. At some point, the capabilities of LLMs may become 
maxed out, such that additional increases in LLM size do not bring increased capabilities. At that point, 
if LLMs have not yet caused takeover capacity, then they never will. Figure 1 sketches this concept. 
The exact contours of the curve in the sketch—what sort of shape it may have and where it would 
plateau—are not known and are likely a point of expert disagreement for reasons outlined above. 
Nonetheless, this provides a general heuristic on how to think about future LLM risk.

9 Cremer (2021, p.449) defined high-level machine intelligence as “when unaided machines can accomplish every task 
better and more cheaply than human workers”. An AI system or system-of-systems with this capability may be capable 
of takeover due to possessing the capabilities listed in Section 4.
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Figure 1. Sketch of takeover catastrophe risk from successively larger future LLMs. The curve is 
hand-drawn to emphasize the imprecise nature of the current understanding of future LLM risk.

In summary, the risk of takeover catastrophe from future LLMs contains significant uncertainties 
and cannot be precisely assessed. Some factors point toward low risk, such as potential shortages of 
training data and computing power and possible fundamental limitations of the deep learning paradigm. 
Other factors suggest that the risk may be higher, such as possibilities for synthetic data and 
algorithmic advances. Disagreement among experts and the potential for surprises make it difficult to 
place bounds on the risk. There is reason to believe that the risk is not zero, but exactly how much 
above zero is difficult to resolve. Future LLMs may pose a larger risk than current LLMs, especially if 
they are larger in scale, though at some point there may be diminishing returns such that additional 
increases in LLM size would not bring additional increases in takeover catastrophe risk.

6.2 AI Systems With LLM Components
Given the particular capabilities and limitations of current LLMs, some projects have used LLMs as 
components in broader AI systems. For example, LLMs have been combined with (1) planning and 
learning algorithms to play the social strategy game Diplomacy (FAIR et al., 2022); (2) the Hugging 
Face library of AI models to solve assorted AI tasks via a natural language interface (Shen et al., 2023); 
and (3) chemistry software designed by human experts to execute a variety of chemistry tasks (Bran et 
al., 2023). As researchers and developers become more acquainted with LLMs, this sort of system 
development will presumably continue.

AI systems containing LLMs could plausibly pose a takeover risk. Suppose takeover requires the 
specific characteristics listed in Section 4. LLMs may be especially suitable for some of those 
characteristics, whereas other types of AI are more suitable for other characteristics. For example, it is 
plausible that LLMs would be relatively skilled at social manipulation and certain aspects of economic 
productivity, whereas other types of AI may be needed for intelligence amplification and strategizing. 
In that case, AI systems containing LLMs may be the most viable means of causing takeover 
catastrophe.

In terms of LLM risk, this raises the question of how important LLMs are to the overall AI system. 
Perhaps LLMs are the primary system component, with other components playing a relatively minor 
supporting role. Or, perhaps LLMs would be relatively minor. Likewise, perhaps takeover would only 
be possible via major advances in LLM technology, whereas other components would be relatively 
basic. Or, perhaps major advances are needed in other components. Resolving these matters requires 
detailed analysis of specific potential AI systems, which is beyond the scope of this article. 
Nonetheless, given the potential limitations of LLMs, it is possible that the contribution of LLMs to the 
risk of takeover catastrophe comes mainly from the potential role in broader AI systems.
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7. Implications

7.1 Governance
There is a large gap between the capabilities of current LLMs and the capabilities that may be needed 
for takeover (Section 5). Therefore, a case can be made that governance of current LLMs does not need 
to be heavily focused on takeover catastrophe risk, and instead the focus can be on the many other 
issues that the technology raises.

For future LLMs and AI systems with LLM components, the takeover catastrophe risk is more 
significant. AI governance initiatives should account for this risk, including the highly uncertain 
character of the risk and the divergence of expert opinion on it. In this sort of situation, which might be 
termed “post-normal” (Funtowicz and Ravetz, 2018) or “deeply uncertain” (Marchau et al., 2019), one 
approach is to pursue governance measures that perform reasonably well across the range of possible 
future outcomes. An AI takeover catastrophe would of course not constitute a “reasonably good” 
outcome; where governance measures can reduce this risk without imposing significant burdens, such 
measures may be worth pursuing.

The challenge is in identifying how far governance measures should go to reduce the risk of future 
LLM takeover catastrophe. For example, Yudkowsky (2023) proposed a global moratorium on new 
LLMs, backed by military force up to and potentially including actions to “destroy a rogue datacenter 
by airstrike”. Such a policy would impose very significant burdens, including an increased risk of 
violent conflict. Some major AI developers are also major and nuclear-armed military powers (e.g., 
China and the United States), so this policy could increase the risk of nuclear war, which is itself an 
extreme global catastrophe scenario. This is a case of risk-risk tradeoff (Graham and Wiener, 1995; 
Lofstedt and Schlag, 2017); other risks should not be ignored in the pursuit of LLM risk reduction. This 
particular tradeoff is difficult to resolve given the uncertainties. However, given that current LLMs do 
not appear close to causing takeover catastrophe, they may not merit such extreme risk governance 
measures. Likewise, if the next LLMs to be built are similar to current LLMs, perhaps with incremental 
advances, they would be unlikely to close the gap between current capabilities and the capabilities 
needed for takeover catastrophe and therefore may also not merit extreme governance measures.

One governance measure that may be of high value is to monitor for warning signs of LLMs getting 
closer to the capabilities that may be needed for takeover catastrophe. Prior literature has proposed a 
variety of warning signs for AI takeover and related risks, including the achievement of certain 
milestones in future deep learning technology (Cremer & Whittlestone, 2021) and AI system attempts 
to acquire power (Carlsmith, 2022). An additional set of warning signs can be drawn from the present 
article: increases in the capabilities that may be needed for takeover as outlined in Section 4. 
Significant change in these warning signs could indicate that LLMs (or other AI systems) are getting 
closer to causing takeover catastrophe (i.e., moving higher up the curve sketched in Figure 1). This 
could in turn indicate that more aggressive anticipatory risk governance measures are warranted—and 
the measures would need to be anticipatory because if AI takeover catastrophe occurs, then further 
governance measures may become infeasible. Therefore, monitoring for warning signs could have high 
value as evaluated in terms of a “value of information” paradigm (Barrett, 2017). If warning signs are 
detected, that could trigger governance measures such as halting further R&D until the danger is 
resolved (Alaga & Schuett, 2023).

Finally, it may be constructive to pursue LLM governance measures that would help on potential 
future risks of LLM catastrophe along with other risks and issues posed by LLMs. Governance 
measures of this sort are “win-wins” in that they provide benefits across multiple domains without 
significant downsides. For example, initiatives to establish robust AI governance institutions, including 
in governments and in AI corporations, can improve AI governance across the full range of issues 
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posed by AI technology. Of particular relevance are measures for the governance of AI systems that 
advance the frontier of AI technology (Alaga & Schuett, 2023; Anderljung et al., 2023; DSIT, 2023b), 
especially systems that may pose catastrophic risks (Anthropic, 2023; OpenAI, 2023; Shevlane et al., 
2023), noting that AI takeover is one of many potential AI catastrophe events. Nonetheless, robust 
governance of AI R&D is important for all future AI systems, regardless of whether they pose 
catastrophic risks; the same holds for initiatives to ensure that AI governance remains robust into the 
future even as AI technology changes.10

7.2 Research
The high degree of uncertainty about future LLMs suggests an important role for research to reduce the 
uncertainty. There are limits to how much current research can reduce uncertainty about future LLMs
—the future LLMs do not exist yet, so they cannot be directly studied.

In the absence of empirical evidence about future LLMs, it may be tempting to study them via 
expert elicitation. However, caution is warranted. For some topics, there are no experts, meaning no 
people with an expert-level understanding (Morgan, 2014). Many aspects of future AI technology may 
be this sort of topic. For example, there may be no people with an expert-level understanding of the 
shape of Figure 1, the date by which LLMs may gain certain capabilities, or the probability of LLMs 
causing takeover catastrophe. Researchers considering using expert elicitation to study future LLMs 
should consider the possibility that the information produced would not be of high enough quality to 
justify conducting the study.

One specific topic worthy of further study is the characteristics that may be needed for takeover. 
Section 4 presents some ideas on this as contained in the prior literature, but the matter has not been 
explored in much depth. To be clear, there may be limits to how much this matter can be studied. 
However, given its importance for anticipatory risk governance of LLMs—and potentially also for 
other types of AI systems—it is worth exploring further. Research along these lines should be mindful 
of the risks posed by publishing about AI takeover risk (Section 2.2), as should all research on the 
topic.

Finally, and perhaps most importantly, there is a need for more detailed analysis of AI systems that 
contain LLMs. The reality is that LLMs are just one part of a broader AI ecosystem. A holistic 
assessment of AI takeover risk needs to cover the entire ecosystem. There are many ways in which 
LLMs can be integrated into broader AI systems; future research could survey the various options and 
assess their risks. In this research, it may be fruitful to distinguish between rapid single-system and 
gradual multi-system takeover scenarios, with research on the latter taking into account how humans 
may use a variety of AI systems to increasingly automate the economy.

8. Conclusion
This article presents a risk analysis of LLM takeover catastrophe. LLMs are arguably the first type of 
actual AI system to raise concerns about takeover catastrophe, and so the article contributes to a more 
empirical turn in AI takeover risk analysis.

The article’s core method involves comparing the characteristics of LLMs to the characteristics that 
may be needed for takeover catastrophe. This method is not specific to LLMs; it can be applied to any 
type of AI system that raises concerns of takeover catastrophe. To better analyze the risk, the method 
should be developed further, such as via further research on the characteristics needed for takeover. 
The method can also be incorporated into governance activities such as monitoring for changes in the 
characteristics of LLMs and other AI systems.
10 For general discussion of synergies between governance measures for different AI issues, including catastrophic risks, 

see Baum (2018b), Cave and ÓhÉigeartaigh (2019), and Stix and Maas (2021).
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Fortunately, the article finds that, despite the considerable uncertainties about LLM takeover risk, 
current LLMs do not come close to exhibiting the capabilities needed for takeover catastrophe. It 
cannot be ruled out that current LLMs have capabilities not yet exhibited, but this may be unlikely due 
to the extensive attention they have received. Governance of current LLMs may proceed accordingly. 
For future LLMs, as well as future AI systems that include LLMs as components, the situation is more 
uncertain. Limitations of the deep learning paradigm suggest that LLMs are not en route to takeover 
catastrophe, but uncertainties and expert disagreements suggest some nontrivial (but not readily 
quantified) probability of catastrophe. Some degree of caution is warranted for the governance of future 
LLMs and AI systems, and it may be particularly prudent to monitor for warning signs of catastrophe. 
An AI takeover catastrophe would likely be an irreversible event, so it is imperative for governance to 
be anticipatory, to get this right so that the catastrophe event does not occur in the first place.
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